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Abstract
When a levelling network is adjusted, the height differences $\Delta H$ refer to individual levelling lines are given weights that are inversely proportional to the length $L$ of these lines. This weighting scheme is acceptable when the height differences $\delta H$ of the segments within each line are statistically independent. This condition has always been assumed within geodetic agencies while research groups express doubts e.g. (Lucht, 1972), (Remmer, 1975) and others.

The main purpose of this paper is determination of the correlation between neighboring segments of a levelling lines, estimation lines weights and estimation how the new weighting scheme influence on the results of the adjustment of the levelling network measured in 1999-2002 in Poland.

1 Introduction
In Poland precise levelling network was measured four times. The first precise levelling campaign began in 1926 and was finished in 1937. The network consists of 5907 sections, 121 lines and 36 loops. Total length of levelling line is 10 046 km (Wyrzykowski, 1988).

The second levelling campaign was carried out in two stages. The first measurements were done in 1947-1950, and the second measurements in 1953-1955. The second version of network comprises 4500 sections, 60 levelling lines and 12 loops. Total length of levelling lines is 5 778 km (ibid.).

The third levelling campaign was in 1974-1982. The network consists of 15827 sections, 371 lines and 135 loops. The total length of levelling lines is 17 015 km. The observed height difference was corrected due to temperature, rod scale and tides (ibid.).

The fourth precise levelling campaign started in 1999 and was finished in 2003. The network consists of 16 150 sections with average length 1.1 km, 382 lines with average length about 46 km, 135 loops, and 245 nodal points. Total length of levelling lines is 17 516 km (Łyszkowicz and Leończyk, 2006).

All campaigns were adjusted by the least squares method assuming that the observations, i.e. height differences of the leveling lines, are not correlated. Weights of observations were computed from the formula

$$p = \frac{1}{\sigma_{\Delta H}}$$  \hspace{1cm} (1-1)

where $\sigma_{\Delta H}$ is a standard deviation of the differences $\Delta H$ of the levelling line long $L$ km.

In a case of independent observations a standard deviation of height differences of a line is express by the known relation

$$\sigma_{\Delta H} = \sigma_{i} \sqrt{L}$$  \hspace{1cm} (1-2)

where $\sigma_{i}$ is a standard deviation of a height difference of a section long 1 km.

In a case of dependent observation (correlated) equation (1-2) have the following form

$$\sigma_{\Delta H} = \alpha \sigma_{i} \sqrt{L}$$  \hspace{1cm} (1-3)

where $\alpha$ is a parameter defined in a range from 0.5 up to 1 ((Vaniček and Grafarend, 1980).

There are some works e.g. (Lucht, 1972), (Dymowski, 1973) in which authors investigated the correlation in small levelling networks. They showed that exist the correlation between the observed height differences of the sections. The comparatively small observation data set is the principal defect of quoted works and conclusions.

The results of the fourth campaign in Poland delivered numerous and good data set to investigate the correlation qualitatively. Therefore it was decided to count correlations in the levelling network this time on the basis of the large and reliable observational material.

2 Covariance matrix
The observation equation of the levelling line connecting two benchmarks A and B (Fig. 2-1) have the form

$$v_{ab}^{\Delta H} = H_a - H_b - \Delta H_{ab}$$  \hspace{1cm} (2-1)
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where $\Delta H_{\text{ab}}$ is observed height difference of a line AB in any arbitrary height system corrected due to systematic errors.

$\Delta H = \sum_{j=1}^{n} \delta H_j = u \delta H$

(2-2)

where $u$ is a unit vector.

$$u = \begin{bmatrix} 1 & 1 & \ldots & 1 \end{bmatrix}$$

(2-3)

In order to adjust the network we have to know the covariance matrix $C_{\delta}$ of observation $\delta H_i$. In a case, when the height differences $\delta H_i$ are independent, then the variance of observation $\Delta H$ is
d

$$\sigma_{\delta}^2 = u C_{\delta} u^T$$

(2-4)

and $C_{\delta}$ is covariance matrix of height differences $\delta H$ of a successive sections of a line. Covariance matrix $C_{\delta}$ can be express by the correlation coefficients in the form

$$C_{\delta} = \begin{bmatrix} l & r_1 & r_2 & \ldots & r_n \\ r_1 & l & r_2 & \ldots & r_{n-1} \\ r_2 & r_1 & l & \ldots & \vdots \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ r_n & r_{n-1} & \ldots & r_2 & l \end{bmatrix}$$

(2-5)

where correlation coefficient $r_{ij}$ is defined in the following way

$$r_{ij} = \frac{\sigma_{ij}}{\sigma_i \sigma_j} \text{ dla } i = |k-i|.$$ 

If all differences $\delta H_i$ of the same line are measured with the same accuracy, what mean the same variance $\sigma_{ij}$, and if there are no correlation between observations, then covariance matrix $C_{\delta}$ is unit matrix and variance of height difference of a line is defined by the formula (1-2).

In a case when observations $\delta H_i$ are dependent, then the variance $\sigma_{\delta}^2$ of height difference $\Delta H$ of a levelling line is inside the following compartment

$$\sigma_i^2 L \leq \sigma_{\delta}^2 \leq \sigma_i^2 L^*$$

(2-6)

Or more generally in the form

$$\frac{\sigma_{\delta}^2}{\sigma_{ij}^2} = L'$$

(2-7)

where $0.5 < \alpha < 1$. The graphical illustration of the equation (2-7) is show on the Fig. 2-2.
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Fig. 2-2 Law of propagation of variances of correlated observations

3 Calculation of correlation from observations

If we assume, that we have $n$ random variables $X_1, X_2, \ldots, X_n$ which have normal distribution by $S$ and the sum of the random vector such that

$$S_i = X_i + X_j \text{ for } T = (k-i) = 1, 2, \ldots, n-1 \text{ (3-1)}$$

Then the variance of the sum of the correlated random variables $X_i, X_k$ is

$$\sigma_{x_i x_k}^2 = \sigma_{i}^2 + 2 \sigma_{x_i x_k}^2 + \sigma_{x_k}^2 \text{ (3-2)}$$

Assuming, that $\sigma_{ij}^2 = \sigma_{i}^2 = \sigma^2$ we have

$$\sigma_{ij}^2 = 2 \sigma^2 + 2 \sigma_{x_i x_k} \text{ (3-3)}$$

From the definition of the correlation coefficient we have

$$r_{ij} = \frac{\sigma_{x_i x_k}}{\sigma^2} \text{ (3-4)}$$

It means that from equation (3-3) and (3-4) for each sub diagonal of the matrix $C_{\delta}$ we have

$$r_{ij} = r_{ij} = \frac{\sigma_{ij}}{2 \sigma^2} - I \text{ (3-5)}$$

In a case when we have particular realization $x_1, x_2, \ldots, x_n$ of the random vector $X_1, X_2, \ldots, X_n$ then estimation of a variance $\sigma_{ij}^2$ can be computed from the formula (Lucht, 1972), (Dymowski, 1973)

$$\sigma_{ij}^2 = \frac{1}{n} \sum_{i} \delta H_i$$

(3-6)

and correlation coefficients can be computed easily from (3-5).

The computed coefficients are more or less reliable. It depends on the size of population. The bigger
population is, the more credible are values of these coefficients. The investigation of the reliability of the computed coefficients consists in checking the hypothesis $H_0: \ r = 0$, again the $H_1: \ r \neq 0$. The hypothesis $H_0$ is true, when the computed statistics $Z$ is smaller than the boundary value $Z_\alpha$ (Harvey, 1990, p. 72) given by

$$\frac{\sqrt{n-3}}{2} \ln \left(\frac{1+r}{1-r}\right) < Z_\alpha \tag{3-7}$$

where $n$ is the number of a data in population, $r$ is correlation coefficient and statistic $Z_\alpha$ have normal distribution at a significance level $\alpha$.

### 3.1 Computation of neighboring correlation

In order to know if and how the coefficients of the correlation change in the levelling network, three test areas were chosen (Fig. 3-1) and they were denoted as the test nets # 1, # 2, # 3. Finally the correlation coefficients were computed for the whole network.

![Fig. 3-1 Levelling network of Poland and the location of three test sub networks](image)

The test net # 1 consists of 55 lines and 2226 sections. The computation of the correlation $r_1, r_2, \ldots, r_n$ based on normalized misclosures $\rho^*$ of neighboring observations $\delta H$

$$\rho^* = \frac{\rho}{\sqrt{n}} \tag{3-8}$$

where $\rho$ is a misclosures from double leveling of leveling section $r$ km long. Then for $T = 1, 2, 3 \ldots i$ the sums were formed for every line

$$s_T = \rho_{i+1}^* + \rho_i^* \tag{3-9}$$

and next their empirical variances were estimated.

$$\sigma^2_T = \frac{1}{n_T} \sum s_T^2 \tag{3-10}$$

where $n_T$, for each given $T$, is a number of summarizing components. Variance $\sigma^2$ was estimated from

$$\sigma^2 = \frac{1}{n} \sum (\rho^*)^2 \tag{3-11}$$

Calculation was done for the first three coefficients. The significance of the correlation coefficients was computed according to the formula (3-7). The level of significance was assumed equal $\alpha = 0.05$. The results of calculations are given in Table 3-1.

<table>
<thead>
<tr>
<th>Correlation coefficient</th>
<th>Computed value</th>
<th>$n$</th>
<th>Statistic $Z$</th>
<th>$Z_{0.025}$</th>
<th>Significant?</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>0.145</td>
<td>2172</td>
<td>6.796</td>
<td>1.96</td>
<td>yes</td>
</tr>
<tr>
<td>$r_2$</td>
<td>0.122</td>
<td>2116</td>
<td>5.626</td>
<td>1.96</td>
<td>yes</td>
</tr>
<tr>
<td>$r_3$</td>
<td>0.062</td>
<td>2061</td>
<td>2.807</td>
<td>1.96</td>
<td>yes</td>
</tr>
</tbody>
</table>

From results of calculation shown in Table 3-1 we can noticed that computed first three coefficients are essential and that the degree of correlation is rather weak.

The test net # 2 (northern) consists of 36 line and 1796 sections. First three correlation coefficients and their significance were computed in the identical way as for the net # 1. The results of the calculations are given in Table 3-2.

<table>
<thead>
<tr>
<th>Correlation coefficient</th>
<th>Computed value</th>
<th>$n$</th>
<th>Statistic $Z$</th>
<th>$Z_{0.025}$</th>
<th>Significant?</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>0.149</td>
<td>1760</td>
<td>6.284</td>
<td>1.96</td>
<td>yes</td>
</tr>
<tr>
<td>$r_2$</td>
<td>0.143</td>
<td>1724</td>
<td>5.964</td>
<td>1.96</td>
<td>yes</td>
</tr>
<tr>
<td>$r_3$</td>
<td>0.082</td>
<td>1688</td>
<td>3.359</td>
<td>1.96</td>
<td>yes</td>
</tr>
</tbody>
</table>

Computed values of the first three coefficients are of the same order as in the case of the net, # 1 but their credibility is considerably better, because they were computed from almost two times bigger population.

The test net # 3 (south) consists of 43 lines and 1874 sections. First three correlation coefficients and their significance were estimated in the identical way as for the net # 1. The results of calculations are shown in Table 3-3.

<table>
<thead>
<tr>
<th>Correlation coefficient</th>
<th>Computed value</th>
<th>$n$</th>
<th>Statistic $Z$</th>
<th>$Z_{0.025}$</th>
<th>Significant?</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>0.149</td>
<td>1760</td>
<td>6.284</td>
<td>1.96</td>
<td>yes</td>
</tr>
<tr>
<td>$r_2$</td>
<td>0.143</td>
<td>1724</td>
<td>5.964</td>
<td>1.96</td>
<td>yes</td>
</tr>
<tr>
<td>$r_3$</td>
<td>0.082</td>
<td>1688</td>
<td>3.359</td>
<td>1.96</td>
<td>yes</td>
</tr>
</tbody>
</table>
The whole network consists of 382 lines and 16150 sections. First three values of correlation coefficients and their significance were computed in the same way as for the net # 1. The results of calculations are shown in the Table 3-4.

<table>
<thead>
<tr>
<th>Correlation coefficient</th>
<th>Computed value</th>
<th>n</th>
<th>Z statistic</th>
<th>Z_{0.025}</th>
<th>Significant ?</th>
</tr>
</thead>
<tbody>
<tr>
<td>r₁</td>
<td>0.132</td>
<td>15768</td>
<td>16,639</td>
<td>1.96</td>
<td>yes</td>
</tr>
<tr>
<td>r₂</td>
<td>0.103</td>
<td>15386</td>
<td>12,780</td>
<td>1.96</td>
<td>yes</td>
</tr>
<tr>
<td>r₃</td>
<td>0.095</td>
<td>15004</td>
<td>11,637</td>
<td>1.96</td>
<td>yes</td>
</tr>
</tbody>
</table>

From the conducted calculations implied, that the value of computed coefficients is almost the same for all studied nets and we have r₁ ≈ 0.14, r₂ ≈ 0.12 and r₃ ≈ 0.09 (see Fig. 3-2). H. Lucht received for the Lower Saxony the following values of coefficients; r₁ ≈ 0.10, r₂ ≈ 0.09 (Lucht, 1972).

\[
\sigma_{\text{avr}}^2 = \sigma_i^2 L \left(1 + \frac{2}{n} \sum \rho_r \right) \tag{3-12}
\]

where \( r_i \) are the succeeded correlation coefficients of the neighboring observations in given line, \( n \) is the number of observations and \( L \) is the length of the line.

If we assume that the network of the precise levelling measured in fourth campaign is characterized by the following coefficients of the correlation: \( r_1 = 0.132, r_2 = 0.103, r_3 = 0.095 \) (see Table 3-4) then e.g. for the line Kuźnica - Sokółka consist of 19 sections and the total length 18.56 km and standard deviation \( \sigma_i = 0.278 \), the expression \( \left(1 + \frac{\sum \rho_r}{n}\right) \) is equal 1.017 which at last gives \( \sigma_{\text{avr}} = 1.208 \text{mm} / \sqrt{\text{km}} \).

### 4 The alternative calculation of the matrix \( C_{\alpha i} \)

It is possible calculation of the elements of the covariance matrix \( C_{\alpha i} \) in the following way (Vaniček and Grafarend, 1980).

Given the estimation of the average value \( \sigma_{\text{avr}} / \sigma_i \) for the levelling network of a certain region and together with the average length of the levelling line \( L_{\alpha} \). This estimation reflects general properties of this region e.g. the climate. From the equation (1-3) one can compute the value of the parameter \( \alpha \).

\[
\alpha = \frac{\ln \left( \frac{\sigma_{\text{avr}}}{\sigma_i} \right)}{\ln L_{\alpha}} \tag{4-1}
\]

After that from the same equation (1-3) the variance of the height difference of any line \( L_{\alpha} \) can be computed from the formula

\[
\sigma_{\alpha}^2 = \left(\sigma_i S_{\alpha}^i\right)^2 \tag{4-2}
\]

#### 4.1 Accuracy estimation of the levelling network

Usually the accuracy of the large precise levelling networks is characterized on the basis of misclosures \( \rho \) from the double levelling of the section (Jordan at al., 1956, pp. 223-255)

\[
m_i^2 = \frac{1}{4n_i} \sum \rho \tag{4-3}
\]

and on the basis of misclosures \( \lambda \) of the double levelling of a line (ibid.).

\[
m_i^2 = \frac{1}{4n_i} \sum \lambda \tag{4-4}
\]
where \( r \) is a length of a section, \( L \) is a length of a line, \( n_r \) is a number of the sections, \( n_L \) is a number of the lines. One can also estimate the accuracy of the levelling network on the basis of the misclosures \( \varphi \) of the levelling loops from the formula

\[
m'_i = \frac{1}{n_r} \sum \frac{\varphi^2}{F}
\]

where \( F \) is circumference of the loop in km. These errors can be estimated before network adjustment.

In a case of the precise levelling network measured in 1999 - 2003 the mentioned mean errors are as follows: \( m_1 = \pm 0.278 \text{ mm}/\sqrt{\text{km}} \), \( m_2 = \pm 0.518 \text{ mm}/\sqrt{\text{km}} \), \( m_3 = \pm 0.826 \text{ mm}/\sqrt{\text{km}} \).

In order to estimate the parameter \( \alpha \) in the equation (1-3) it was assumed that \( \sigma_1 = 0.278 \text{ mm}/\sqrt{\text{km}} \) and for the average length of the line 46 km, it was computed that \( \sigma_{av} = 0.518 \times \sqrt{46} = 3.515 \text{ mm}/\sqrt{\text{km}} \) what gives value of the fraction \( \frac{\sigma_{av}}{\sigma_1} \) equal 12.656. On the basis of this value and assuming the average length of the line 46 km from the equation (4-1) parameter \( \alpha \) equal 0.663 was computed.

For example for the line Kuźnica - Sokółka 18.56 km long the variance of the height difference is \( \sigma_{av} = 0.278 \times 18.56^{0.5} = 1.928 \text{ mm}/\sqrt{\text{km}} \), while in the case of traditional weights (lack of the correlation) we have \( \sigma_{av} = 0.278 \times 18.56^{0.5} = 1.198 \text{ mm}/\sqrt{\text{km}} \).

5 Network adjustment

The precise levelling network (Fig. 3-1) contains 382 observations (height differences of the line) and 244 unknowns (nodal benchmark heights). It was assumed that the height of one nodal benchmark (Warsaw) is known. The network was adjusted in three variants. The traditional way of weights computation was accepted in the first case

\[
p_i^l = \frac{1}{L_i}
\]

In the second case the weights were computed according to the formula

\[
p_i = \frac{1}{L_i \left( 1 + \frac{2 \sum r}{n} \right)}
\]

where \( n \) jest is a number of section in a given line.

In the third case the weights were computed from

\[
p_i = \frac{1}{L_i^{\text{corr}}} \]

In order to compare the weights computed in three different ways the weights for a test line Kuźnica - Sokółka were carried out and displayed on Fig. 5-1.

From comparison shown on this figure is seen that the first approach (traditional) and the approach given by the formula (5-2) give almost the same value. Weight computed by formula (5-3) gives significantly higher values than previous one.

The whole levelling network (Fig. 3-1) was adjusted with Geolab (version 2001.9.20.0), which created in 1985, and currently requires Windows system (Lyszko Wicz and Jackiewicz, 2005).

Finally the first variant was compared with the second and third variant. Differences between them are show in Table 5-1, Fig. 5-2 and Fig. 5-3.

<table>
<thead>
<tr>
<th>Differences</th>
<th>mean</th>
<th>Standard deviation</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)-(2)</td>
<td>0.06</td>
<td>0.29</td>
<td>-1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>(1)-(3)</td>
<td>-0.63</td>
<td>0.66</td>
<td>-2.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

In general it can be said that such small correlation of the order 0.1 does not produce any significant results in levelling network adjustment. Differences of the order of 2 mm occur very rarely.

Obtained results are quite different from the results obtained by H. Lucht, who having the same correlation found differenced even 50 mm (Lucht, 1983, p.324).

Fig. 5-2 Histogram of differences of adjusted height, variant 1 minus variant 2
Fig. 5-3 Histogram of differences of adjusted height, variant 1 minus variant 3

6 Conclusions

From conducted investigations it is seen that, the neighboring height differences $\delta H$ in the levelling network are correlated. The degree of correlation is rather weak and the first three coefficients have value: $r_1 = 0.132$, $r_2 = 0.103$, $r_3 = 0.095$ (see Table 3-4). The almost identical value of coefficients was received in works (Lucht, 1972), (Dymowski, 1978).

The influence of computed correlation coefficients on the results of the adjustment of the levelling network is negligible (see Figs. 5-2). This conclusion this does not agree with results obtained by H. Lucht (Lucht, 1972).

Alternative way of calculation of the correlation in levelling network proposed by (Vaniček and Grafarend, 1980) shows the weak influence of the correlation on the results of the network adjustment.
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